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What will this talk cover?
● How GitLab uses replicas to serve read-only traffic
● How GitLab reads stale data without UX bugs
● How GitLab background jobs optimize use of replicas
● How GitLab database load balancer does service discovery
● How GitLab manages a fleet of replicas and connection poolers
● Mistakes we made along the way



What is GitLab’s Database Load Balancer?



Why do we need replicas?



Why do we need replicas to have large CPUs?



Why do we want to use replicas?



Why can’t we just send all read queries to replicas?

POST /issues 302 /issues/123 GET /issues/123



Why can’t we just send all read queries to replicas?

POST /issues 302 /issues/123 GET /issues/123



Why can’t we just check if the replica is “near enough”?



User based sticky sessions



What about replication spikes?



Can’t we just increase the sticking time to 10s?



User based sticky sessions with LSN position



How do we quickly remove user sessions from Redis



But not all replicas have the same lag…



Only expire when all replicas have caught up



What are background jobs?



Why not always stick for the user?



Why not always use replicas as they are run “later”?



Solution: Store the LSN position with the job in Redis



But can we do better?



Solution: Delayed strategy



The problem with logical replication



Solution: pg_is_in_recovery and pg_last_wal_replay_lsn



What about removing from Redis and bringing a replica 
back in that is delayed?



Multiple databases with different LSNs



What about removing unhealthy hosts
Lag Time:

Lag Size (in bytes):



What if all replicas are too far behind?



Why do we need a connection pooler?



PGBouncer Reduces Connections to Postgres



Why do we need multiple connection poolers per PG 
host?



Run multiple PGBouncers per Postgres server



How does GitLab discover and manage all our replicas 
and their PGBouncers?



N*M connection problem



Solution: 1 connection per hostname



Where to learn more
1. https://gitlab.com/gitlab-org/gitlab/-/tree/master/lib/gitlab/database/load_bala

ncing => MIT Expat license
2. https://gitlab.com/gitlab-org/gitlab/-/tree/master/gems/gitlab-database-load_balan

cing => Hopefully a gem someday
3. More docs: https://docs.gitlab.com/development/database/ 
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